International Journal of Electronics and Computer Science Engineering 1020
ISSN- 2277-1956

Neighboring Joint Density and Markov Process Based
Approach for JPEG Steganalysis

Arun R ', Nithin Ravi S 2, Thiruppathi K 3
123T|FAC CORE in Cyber Security, Amrita Vishwa Vidyetham
1231\/" Semester M.Tech Cyber Security Student
! csarunr@gmail.conf, nithinravi535@gmail.cont, ktirupathi1988@gmail.com

Abstract- Steganalysis is the method used to deteihe presence of any hidden message in a cover mad. A novel
approach based on feature mining on the discrete sme transform (DCT) domain, markov process basedpmproach for
modeling the difference JPEG 2-D arrays, machine &ning for steganalysis of JPEG images which prevés cross
validation is proposed. The neighboring joint dendy and absolute neighboring joint density featureon both intra-block
and inter-block are extracted from the DCT coefficent array. For markov process based approach, diffence JPEG 2-D
arrays along horizontal, vertical and diagonal diretions are modeled using markov model. In additiorio the utilization
of difference JPEG 2-D arrays, a thresholding techique is developed to greatly reduce the dimensiorigl of transition
probability matrices. After the feature space has ben constructed, it uses SVM like binary classifiewith cross validation
for training and classification. The performance ofthe proposed method on different Steganographic sfems named F5,
Pixel Value Differencing, Model Based Steganographwith and without deblocking, JPHS, Steghide etc a analyzed.
Individually each feature and combined features clssification accuracy is checked and concludes whigirovides better
classification.
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I. INTRODUCTION

Steganography is the art of passing informatiough apparently innocent files in a manner that ey
existence of the message is unknown. Steganalydisei art of discovering hidden data in cover dbjeAs in
cryptanalysis, we assume that the steganographitoahés publicly known with the exception of a sddkey. The
method is secure if the stego-images do not cordaindetectable artifacts due to message embedulingther
words, the set of stego-images should have the statistical properties as the set of cover-imdgjpsf there exists
an algorithm that can guess whether or not a giverge contains a secret message with a succesketiée than
random guessing, the steganographic system isd=esi broken.

Steganalysis is the art and science to detect whetlgiven medium has hidden message in it. Alsgastalysis
can serve as an effective way to judge the secpdtformance of steganographic techniques. Stegsigatan be
mainly classified into two-Blind Steganalysis anakrdeted Steganalysis [2]. Targeted Steganalysidesigned for a
particular steganographic algorithm. Blind Steggsial are schemes which are independent of any fapeci
embedding technique are used to alleviate theidafig of targeted analyzers by removing their ddpeany on the
behavior of individual embedding techniques. To aeentheir dependency a set of distinguishing stedishat are
sensitive to a wide variety of embedding operatimmesdetermined and collected. These statisticeaiem from both
cover and stego images and are used to train siféaswhich is latter used to distinguish betweewer and stego
images. Hence, the dependency on a specific embiddenoved using these statistics.

Universal steganalysis is composed of feature etitra and feature classification. In feature extoarg a set of
distinguishing statistics are obtained from a datof images. In feature classification the oladidistinguishing
statistics from both stego and cover images ard tesérain a classifier and finally the trainedsdiier is used to
classify an input image as either being a stegaé@nahich carrying a hidden data or a clear imadee above
statistics are obtained by observing general infiaggires that exhibit strong variation under emiregid

In [3] Fridrich proposed a universal steganalysisesne specially designed for JPEG steganograpisgt &f 23
distinguishing features from the block discreteimedransform(BDCT) domain and spatial domain isppsed. In
[4] Shie et al. presented a new universal stegaisaecheme in which all the 324 features are el directly
from the quantized DCT coefficients. The Markovqass is applied to modeling the difference of JRPBGarrays
along horizontal, vertical and diagonal directignsas to utilize the second order statistics fegaalysis. In [4] Fu
et al. presented another universal JPEG stegasagsieme totally based on quantized DCT coeffisiavtich
extracted 200 features. The Markov empirical titzmsimatrices are used to exploit the magnitudeetations
between BDCT coefficients in both intra and interck. By extending the feature set in [3] and gy calibration
to the Markov features a new JPEG steganalysisnsehe developed by Penvy et al. [5] with 274 feaduiln [6]
Qingzhong et al. proposed a new approach base@ainré mining on the discrete cosine transform (pard
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machine learning for steganalysis of JPEG imagés. fleighboring joint density features on both irdral inter
block are extracted from the DCT coefficient araag the absolute coefficient array.

.In this paper we propose a new steganalysis schienattack some latest developed JPEG steganographi
schemes. In this features from transition probigbithatrix of difference JPEG 2D array and neightgrjoint
probabilities of the DCT coefficients on intra ainter block are extracted. Here Markov random pseds used to
model the difference JPEG 2D array along differdimections. Transition probability matrix can beedsto
characterize the Markov process. Neighboring jdensity and absolute neighboring joint densitymbfa and inter
block are used.

The paper is organized as follows. In the nextieeatre explain the Markov process based featuresettion 3
neighboring joint density features on both intrd arter block features are explained. In sectignoposed method is
explained followed by the experimental results loé proposed steganalysis method in section 5. Aapkmpis
concluded in section 6.

Il. MARKOV FEATURE

Consider a JPEG image in which 8 x 8 block disccetene transform is applied. This 2D array coigjsbf all
of the 8 x 8 block DCT coefficients which have begmntized with a JPEG quantization table and hatvdeen zig-
zag scanned, runlength coded and Huffman codednd déke absolute value for each DCT coefficien®ults in a
JPEG 2D array. Then the difference JPEG 2D arréyrised along horizontal, vertical and diagonagdiions [7].

Let F(u,v) represents the JPEG 2D array of a giverge where @ [1,5,], ve [1,5,] and 5, is the size of JPEG

2D array in horizontal direction arfd, in vertical direction. The difference arrays aemerated by

F,(uv)= Fluv)— F(u+1,v) 1)
F,(uwv) = Fluv) — Fluv+1) (2)
F(u,v) = Flu,v) — Flu+ 1,v+1) )
Fro(wv)= Flu+ 1,v)— Fluv+1) 4)

where ue [1,.5, — 1], v e [1,5, — 1] and F;, (u, v), F,(u, v), F;(w,v), F,,; (1t 17) denotes the difference
array in the horizontal, vertical, main diagonati aninor diagonal directions respectively.
A.Transition Probability Matrix —

The difference JPEG 2D array is modeled using Mamemndom process. The one step transition prolabili
matrix can be used to characterize the Markov m®cEor reducing complexity thresholding techniguapplied.
A threshold value T is used which results in agiton probability matrix of dimensionality (2T+X)(2T+1). The
elements of the four difference matrices associatéi the horizontal, vertical, main diagonal anthar diagonal
difference JPEG 2D arrays are given by

oty Byt S(F(ua)=mF(ut 1,6)=n)

p{F(u+1,v)=n|F(u,v)=m}= S o T 5)
DF( v+ =nIF(u )=} 5;; }FH:F} J“;ﬂ:n} ©)
D{F(u+1,v+1)=n|F(u,v)=m}§ ﬁ;'EE%E_ Ei:ﬂ; ;”i;i:? Y=n) @)
p{F(u,v+1):n|F(u+1,v):m}§§5: TyL, 6(F(utiv)=m Fluvtl)=n) @)

TP SR (ut )= m)

where me {-T,-T+1,....0,...T}, ne {-T,-T+1,....0,...T} and
§(F(u,v) =m,F(u,v+ 1) = n)=1,if F(u,v)=m & F(u,v+1)=n
0, otherwise
So we have (2T+1) x (2T+1) for each of the founsiion probability matrices and therefore 4 x (2T % (2T+1)
elements as feature vector for steganalysis. Ifake the threshold as T=4 we have 9 x 9 elementadh of the
four transition probability matrices and thereftotal 4 x 81=324 elements. Here we take reduceckdaieatures
as average of transition probability matrices iohedirection, so 81 elements serve as featurestdéganalysis.
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I1l. NEIGHBORINGJOINT DENSITY FEATURES

The dependency between compressed DCT coefficgmigheir neighbours is explained in [5]. The infation
hiding will modify the neighboring joint density. Mén messages are embedded in the compressed DGindiom
JPEG images by any of the steganographic algoritth@sDCT neighboring joint density probability dépss
affected which will gives a way for steganalysibeTmodification of joint densities as a result afadembedding is
shown in [6].

A.Feature Extraction —

The neighboring joint features are extracted omatbtock and inter-block from the DCT coefficientray
respectively.

From the DCT coefficient array the neighboring taillensity of intra block and inter block features extracted as
shown below. Let F denote the compressed Bdégfficient array of a JPEG image, consisting ok blocks

(i=12..M;j=1 2..N). Each block has a size of 8 x 8. The intra-bloekghboring joint density matrix on

horizontal directioryy,; and the matrix on vertical directigyy,,, are constructed as

EJ 231 Z S(Cz mn — Cz' min = }Fj
Nflh(x Vj = - 561"‘;” e
(9)
: 7 ,6(C =%,Ciitmatin =
Ny = EEimtEnca s M =% Cotmean =)
(10)

wherec; i, stands for the compressed DCT coefficient locatedean™ row and the:™® column in the blocls;; ;
o = 1 if its arguments are satisfied, otherwie; 0; x andy are integers. For computational efficiency, we mkefi
NJ, as the neighboring joint density features on #biack, calculated as follows:

_ NJyp(xy) + NJy,(x,5)
NJi(x,¥) = 5 (12)

Here the values ofandy are in the range of [-6, +6], S9j, has 169 features. Similarly the inter-block
neighboring joint density matrix on horizontal diien yj,, and the matrix on vertical directioyj,. are
constructed as follows:

251:128:12;11 = 15[Cz_;lmn =4 Cz'l:_;l'+1}mn = }Fj

NJp (%) =
) '54‘”(” - 1) (12)

NI, (%) = an=1z 12“" 1 :’j’[CUmn =x, Cl:i+1:l_;l'mn =y)
64(M —1)N s

We defineyj, as the neighboring joint density features on Hteck, calculated as follows:

N (x,v) + N, (xv
N, Cxy) = an(e3) + Ny (@03)
N 2 (14)
Similarly, the values ot andy are in the range of-p, +6] and Iy, has 169 features
Hence we extract 169 features from both neighbgoimg density of intra and inter block. So totaB@8 features

are extracted from neighboring joint density okeiménd intra block DCT array.
From the absolute DCT coefficient array the neighigpjoint density of intra block and inter blockdtures are

extracted as shown below. The intra-block neightgpjoint density matrix on horizontal directi(ﬁrbEleh and
the matrix on vertical directionbsN le are given by:

EJ E Eil 1E ﬁtlcz_;lmn xrlci}'m{n+1}| =}F]

absNJ, (x,¥) =

S56eMN (15)
ﬂ,bSNf (x Vj — ZM h 12? 1Z a‘(lcz_;lmn =X |Ci_:l":m+1:'n| = }Fj
A 56MN (16)
||'|t-—' ational Jo ||_|—- s and
ormputer -_'1.. ene _!|||-—«—||| 8|
ISSN.2277-1956/1N3-1020-1025 ".-'-.-r'.-‘»"'.-‘u'_I_IEC':'-E.OF:G

www.manaraa.com



IJECSE,Volumel,Number
A kumar et al.

and the neighboring joint density featuresiijis on intra-block, calculated as follows:

absNJy, (x,y) + absNy, (x,¥)
2 a7)
Here the values ofandy are in the range of [0, 5], so d%f; has 36 features. Similarly the inter-block neiglitgr

joint density matrix on horizontal directioabsNJ,;, and the matrix on vertical directiogbsN],, are
constructed as follows:

absNJ,(x,yv) =

E?J'l:j.zi:lz?il ﬂ 3 5[:|Cz_;lmn - .')'.',l Cz'l:_;l'+1}mn| = }Tj
64M(N — 1)

absN]y, (x, ¥) =
(18)

Z:=~31'1L=:I.E 1ZM t 5(|Cz}mn =4 |Cl:z'+1]|_;l'mn| = }Tj
We defineabsN], as the neighboring joint density features on ibieck, calculated as follows:
absNJy, (x,y) + absNJ,,(x,¥)
2 (20)
Similarly, the values of andy are in the range of [0, 5] andbsN], has 36 features.
Hence we extract 169 features from both neighbojaing density of intra and inter block, 36 featsifeom both

absolute neighboring joint density of intra anceinblock. So totally 410 features are extractednfreeighboring
joint density DCT array.

absNJ,,(x,¥) =

absNJ,(x,v) =

IV. FEATURE BASED JPEGSTEGANALYSIS USING MARKOV PROCESS ANINEIGHBORINGJOINT DENSITY BASED
FEATURES

By combining the features obtained from the Markowscess and the neighboring joint densities, a feature
based JPEG steganalysis scheme is proposed. Feomldhkov process 81 features and from neighboraigt |
densities 410 features are extracted and totallydiginguishable statistics are extracted fordvetteganalysis.

After the features are extracted from both stegbd@ar images it will be given to SVM like binaslassifier for
training. After the training is completed the featifrom test images are given for classification.

V. EXPERIMENTAL RESULTS

.Five hundred and eighty five natural images walected and these color images span a range obinahd
outdoor scenes and typically are 256 x 256 pixelsize. Another five hundred and eighty five stégages were
generated by embedding messages of various simethincover images. The payload correspondin@@d4l, 75%,
50%, 25%, 20% and 10% of total cover capacity. fittal cover capacity is defined to be the maximize sf a
message that can be embedded by the embeddingttalyoMessages were embedded using F5, Model Based
Steganography (MB1 and MB2), Pixel Value Differemc{PVD), JPHS and Steghide algorithms.

Individually each feature set is used for stegasialgnd the combined one is also used. Markov ffestiReduced
Markov features, Neighboring joint density of intbdock, Neighboring joint density of inter block,b8olute
neighboring joint density of intra block, Absoluteighboring joint density of inter block, CombinB@ighboring
joint density of intra and inter block, Combined sdute neighboring joint density of intra and intaock,
Combined all neighboring joint density featuresp@ined Markov and neighboring joint density featanel finally
Combined Reduced Markov and neighboring joint dgrisiatures are extracted and used for steganaysi the
above mentioned stego algorithms. Features wiéxieacted from each images yielding to a 324, 9, 169, 36,
36, 338, 72, 410, 734 and 491 feature vector reéispbc These features are used to train the lif8aA¥ classifier
separately. The performance of the classifier watetl using 250 test images which contain 25 candr25 stego
images for F5, Model Based Steganography (MB1 aB@ Klach), Pixel Value Differencing (PVD) respechyyd5
cover and 15 stego images for JPHS and 10 covet@stego images for Steghide algorithm.
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Table 1 to Tables 11 shows the classification amurof the feature based steganalysis by above iomeait
features. All the individual features and the camebl features are used for steganalysis. All thghteiring joint
density and reduced markov process features witiiined and used for feature based steaganalysehwihiil give

better result when compared to other feature bassghnalysis. Different payload can be embeddeduaad for
steganalysis. While for lower payload also thistdea based steganalysis gives better results tttaer ¢eatures.
Strong steganographic algorithms like steghideBtdS will also gives better result in these feattinan other.

Table 1. Classification accuracy of Markov prodesgures

Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 100
F5 25-50-75-100 90
MB1 25-50-75-100 80
MB2 25-50-75-100 60
JPHS 10-20 50
Steghide 10-20 50
Table 2. Classification accuracy of Reduced Manmcess features
Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 98
F5 25-50-75-100 92
MB1 25-50-75-100 72
MB2 25-50-75-100 56
JPHS 10-20 53.33
Steghide 10-20 65
Table 3. Classification accuracy of Neighboringialensity of intra block features
Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 100
F5 25-50-75-100 100
MB1 25-50-75-100 100
MB2 25-50-75-100 88
JPHS 10-20 70
Steghide 10-20 95

Table 4. Classification accuracy of Neighboringnjalensity of inter block features

Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 96
F5 25-50-75-100 94
MB1 25-50-75-100 100
MB2 25-50-75-100 96
JPHS 10-20 63.33
Steghide 10-20 20
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Table 5. Classification accuracy of Absolute netfirig joint density of intra block features

1,Number 1

Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 94
F5 25-50-75-100 100
MB1 25-50-75-100 100
MB2 25-50-75-100 92
JPHS 10-20 76.66
Steghide 10-20 100

Table 6. Classification accuracy of Absolute nemfiiry joint density of inter block features

Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 98
F5 25-50-75-100 90
MB1 25-50-75-100 100
MB2 25-50-75-100 96
JPHS 10-20 70
Steghide 10-20 100

Table 7. Classification accuracy of Combined nedghry joint density of intra and inter block feagar

Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 98
F5 25-50-75-100 100
MB1 25-50-75-100 100
MB2 25-50-75-100 98
JPHS 10-20 73.33
Steghide 10-20 100
Table 8. Classification accuracy of Combined akisaheighboring joint density of intra and inter¢kdeatures.
Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 98
F5 25-50-75-100 100
MB1 25-50-75-100 100
MB2 25-50-75-100 100
JPHS 10-20 66.66
Steghide 10-20 100

Table 9. Classification accuracy of Combined aihboring joint density features

Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 98
F5 25-50-75-100 100
MB1 25-50-75-100 100
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MB2 25-50-75-100 98
JPHS 10-20 70
Steghide 10-20 100

Table 10. Classification accuracy of Combined markad all neighboring joint density features

Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 100
F5 25-50-75-100 100
MB1 25-50-75-100 100
MB2 25-50-75-100 92
JPHS 10-20 63.33
Steghide 10-20 95
Table 11. Classification accuracy of Combined redumarkov and all neighboring joint density feasure
Algorithms Payload Classification Accuracy (%)
PVD 25-50-75-100 100
F5 25-50-75-100 100
MB1 25-50-75-100 100
MB2 25-50-75-100 100
JPHS 10-20 73.33
Steghide 10-20 100

IV.CONCLUSIONAND FUTURE WORK

From the above experiments we concluded that timebowtion of all neighboring joint density and redd

markov features used steganalysis will gives betesmult when compared with other features. Forngtro
steganographic algorithms like steghide which ugeph theoretical approach for embedding this feahased
steganalysis performs better detection. The resiilthis paper demonstrate that, with judicious apghisticated
feature mining, it is possible to simultaneouslyiaee faster detection time, and higher detectieriopmance for
JPEG image steganography.

The future work is to do the feature selection d&yking the feature vector using some ranking dlgm$ and the

optimum features has to be discovered out. Thesenom features can reduce the miss classificatiegature
selection can also be applied using projectionytiedgorithms to improve the detection efficientjore embedding
schemes can be used to analyse the features rffjcie
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